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3) Features & Demos
4) Getting started
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Manila Overview
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What is Manila®?

= Multi-tenant, secure
file share as a service

= Open management and

provisioning AP

= “Cinder for shared file Shares Provider openstack Hypervisor

systems”

= NFS, CIFS, HDFS protocols

4 9 2016 NetApp, Inc. All rights reserve

Create a new
“Marketing” file
share between
guests 6 and 8.

Provide access

to Guests 1and
7 to the existing
“R&D” file share.

OpenStack Compute

Manila
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The Age of Cloud Shared Services

= OpenStack Manila: June 2013
= Microsoft Azure Files: May 2014
= Amazon Web Services Elastic File System: April 2015

Storage Service Amazon Web Services Microsoft Azure OpenStack
Object S3 Blob and table storage Swift
Archival (cold) storage Glacier Azure backup -
Block Elastic block storage (EBS) Block blob storage Cinder
File Elastic file system(EFS) Azure files Manila

5 I NetApp



Shared File Services Management with Manila

An open, standard API for File System Provisioning and Management

Self-service Automation
) | \i5nila UL/ CL REST AP G
/

Manila file-share services

HA PAIR

NAS Storage
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Manila - key concepts

Share (an instance of a shared file system, e.g. NFS or CIFS)
User specifies size, access protocol, “share type”.
Can be accessed concurrently by multiple instances.

Share access rules (ACL)
Defines which clients can access the share.

@ Share network
Defines the Neutron network & subnet through which instances access the
share.

A share can be associated with only one share network.
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Manila - key concepts

Security service
Finer-grained client access rules for Authn/z (e.g. LDAP, Active

Directory, Kerberos).
Share can be associated to multiple security services.

[[I:I Snapshots

Read-only copy of share contents.
New share can be created from a snapshot.

Backend

Provider of shares; a share resides on a single backend.

ETE  priver

Vendor or technology-specific implementation of backend API.
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S5 C 0O [ @ GitHub, Inc. [US] https://github.com/openstack/manila/tree/master/manila/share/drivers

Q¥

D |

Ll openstack / manila

<> Code

Branch: master v

:\ Jenkins committed with openstack-gerrit Merge “[ZFSonLinux] Fix share migration using remote host"

B cephfs
i container
i emc

| ganesha
i glusterfs
@ hdfs

B hitachi
@ hpe

B huawei
i ibm

| netapp
I nexenta
@ quobyte
i tegile

s windows
B zfsonlinux

i zfssa

1) Pull requests 0

('l Projects 0 4~ Pulse i1 Graphs

manila / manila / share / drivers /

cephfs_native: enhance update_access()

Merge "Put all imports from manila.i18n in one line"
Put all imports from manila.i18n in one line
ganesha: implement update_access

Merge "Put all imports from manila.i18n in one line"

Removing some redundant words

Merge "Add cleanup to create from snap in Manila HNAS driver"

Put all imports from manila.i18n in one line

Merge "Put all imports from manila.i18n in one line"
Refactor GPFS driver for NFS ganesha support
Merge "NetApp cDOT driver autosupport broken"
Nexenta: adding share drivers for NexentaStor

Put all imports from manila.i18n in one line

Correct reraising of exception

Windows SMB: implement 'update_access' method
[ZFSonLinux] Fix share migration using remote host

Put all imports from manila.i18n in one line

® Watch 35 % Star 80  YFork 51

Create new file  Find file  History

Latest commit 8475c15 6 days ago

a month ago
6 days ago

6 days ago

3 months ago
6 days ago

6 months ago
6 days ago

6 days ago

6 days ago

a month ago
8 days ago
19 days ago
6 days ago
20 days ago
19 days ago
6 days ago

6 days ago



& Cc 0O [ @ stackalytics.com/?release=all&metric=loc&module=manila-group

axl 9

Ga =0

o STACKALYTICS @ Code Contribution [~ 'O IRV 33 Member Directory About
Release Project Type Module Company Contributor Metric
‘ All v ] ‘ OpenStack v ’ ’ Manila Official % |« ‘ ‘ Any company - ‘ ‘ Any contributor v ’ ’ Lines of code v ‘
100 40000
50 20000
0 0
899??????????;;:;;;;;;;;FF:“-‘?‘-‘;‘-‘:“-‘;‘-‘. SESEEERonae ?f-’-'fv’-’?fv’-'???::T?F?;;;;;;;?tv’-‘??;’-’?. Rttt sttt
B8235353788548835353 788388835353 788545855%35375835583589537983558555537583552353537883X8523

Contribution by companies

As of Sep 20, 2016

Manila Official

The official OpenStack project as defined in projects.yaml

Modules: manila, manila, manila, manila, manila, manila, manila, manila,
manila, manila, manila, manila, manila, manila, manila, manila-image-

M Mirantis
elements, manila-image-elements, manila-image-elements, manila-
" NetApp image-elements, manila-image-elements, manila-image-elements,
¥ Hitachi manila-image-elements, manila-image-elements, manila-image-elements,
B EMC manila-image-elements, manila-image-elements, manila-image-elements,
manila-image-elements, manila-image-elements, manila-image-elements,
[ Red Hat manila-specs, manila-specs, manila-specs, manila-specs, manila-specs,
W SUSE manila-specs, manila-specs, manila-specs, manila-specs, manila-specs,
manila-specs, manila-specs, manila-specs, manila-specs, manila-specs,
W SAP manila-ui, manila-ui, manila-ui, manila-ui, manila-ui, manila-ui, manila-ui,
M Huawei manila-ui, manila-ui, manila-ui, manila-ui, manila-ui, manila-ui, manila-ui,
I Symantec manila-ui, python-manilaclient, python-manilaclient, python-manilaclient,
python-manilaclient, python-manilaclient, python-manilaclient, python-
M others

manilaclient, python-manilaclient, python-manilaclient, python-
manilaclient, python-manilaclient, python-manilaclient, python-
manilaclient, python-manilaclient, python-manilaclient



Manila: Architecture

11

REST | Horizon

/Manila Processes

[ manila-api J

Messaging Queues (AMQP)

manila-share @ manila-share @ manila-share

Driver Driver Driver

N\ =

© 2016 NetApp, Inc. All rights reserved. NetApp Confidential — Limited Use Only
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Control & Data path

REST ( .
Horizon Ul . Manila . Neutron
File-share services
\_
4
Net_App )[ Driver X ]
Driver

VM ]\ ONTAP API
Nova
NFS/CIFS e n HAPAIR

_ Host ]t
lronic

Container

HA PAIR

G Control Path

NetApp ONTAP 9 G Data Path
Magnum

il

12 © 2016 NetApp, Inc. All rights reserved. NetApp Confidential — Limited Use Only “ NetApp



Use Cases

Big Data

= Manila’s HDFS native driver plugin
= Sahara integration

Database as a service

Support legacy enterprise applications

Cross-tenant data sharing

On-demand development and build environments

= Continuous integration

Hybrid cloud shares

= External consumption of shares
= Migration of workloads to the cloud from on-premises file shares

13 I NetApp



Move Traditional Enterprise Applications to OpenStack

Move workloads to OpenStack clouds without rewriting them

= Many applications assume the existence
of a shared file system, and would need to APP NEEDS
be rewritten to be ported to an object-
storage API.

= Manila enables the transition of workloads
from existing virtualization onto
OpenStack to gain lower cost,
heterogeneous infrastructure.

Administration
Latency
Scalability
Data

0

>
>

SHARED

I l Technology
w

BLOCK O
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C © ® https://www.openstack.org/videos/video/netapp-user-stories-how-sap-and-bbva-run-openstack-at-enterprise-scale

NetApp- User Stories- How SAP and BBVA run OpenStack at Enterprise Scale
unning M
How SAP Hosts In-memory Databases

Marc Koderer, SAP / Bernd Herth, NetApp

S
» ) 033/37:06 @ & wl@d

NetApp: User Stories: How SAP and BBVA run OpenStack at
Enterprise Scale

Speakers
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C { @& https://wiki.openstack.org/wiki/Manila/SAP_enterprise_team

n Page v  Print/export ¥ Tools ~

Search

Home Software User Stories

Manila/SAP enterprise team

< Manila

Mission

Login/c

Community  Profile Blog

The SAP Manila enterprise team tries to address topics to make Manila enterprise ready. The listed topics can be bugs, features or even long rur

Open Topics:

No Issue $ Description $

Snapshot:

Make it possible for
users to specify "full
copy clones" or
"copy-on-write
clones"

In order to speed up the rollout the
concept requires to 'clone a template',
where a template is a snapshot of a
master volume and clone resolves into
a snapshot (manila create --snapshot)

Priority ¢ BackPort ¢+ Assigne ¢

A NetApp

Referenc

NetApp cDOT driver configurable cl
Define a NetApp extra spec that is
that selects whether an initial clone
of the create-from-snapshot workflo
configurable clone split &

NetApp cDOT driver configurable cl
snapshot &



Technical Report
http://www.netapp.com/us/media/tr-4410-deploy.pdf

Partner

= Glse

Technical Report

Business-Critical Applications Built on OpenStack
Using Manila on NetApp Storage Systems

Solution Deployment

Hubert Becker (SAP), Thore Bahr (SUSE), Bernd Herth (NetApp)
March 2016 | TR-4410-DEPLOY
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OpenStack shared file storage for the NFV telco cloud

18

Deutsche Telekom

= > 150 million mobile customers

= > 298 million fixed network
customers

= > 17.4 million broadband
customers

= ~ 58 million TV customers

Facts and Figures

= € 60.1on revenue

= € 17.6bn adjusted EBITDA

= #89 Fortune 500

= 228,00 employees worldwide

Challenge:

= DT has more than 20PB shared storage for online
and mobile-related services in Germany

= Moving forward, shared storage with all its features
needs to be available within OpenStack

= Needs for shared storage due to low latency
requirements (for example, e-mail: index and mail
body)

Evaluation:

= NetApp, Deutsche Telekom, SVA, and HDS have
evaluated Manila

= Manila evaluation phase 2 results:
https://www.openstack.org/videos/video/c

anonical-zfs-ceph-and-swift-for-openstack-

and-containers-with-manila-at-deutsche-
telekom

I NetApp



DevOps and Continuous Integration

Speeding up large development and test suites through parallel testing

Challenge

= Speed up development and test refresh n

Solution openstack

= Run tests in parallel by leveraging
containers and cloned Manila shares

19

PostgreSQL

&

docker
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DBaa$S usecase @ An Insurance Company

= Oracle Self-Service Portal
= SQL Server

= Automation/Orchestration
= VV/Mware

= Manila s )
= Chef tandard

Orchestration | Automation

= Self-service portal

Virtualization

Hardware

20 © 2016 NetApp, Inc. All rights reserved. NetApp Confidential — Limited Use " NetApp
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Magic of Manila Manage
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Magic of Manila Manage

= | arge volumes of NFS or CIFS data to be imported

= Use Case:

= Hosting Providers
= Enterprise IT : user home directories, critical workloads
= Applications moved into OpenStack, and using file-shares. ex. SAP

= Demo Activities;

= Share Management

= Share Creation

= Share Size Extend/Shrink
= Snapshots

= Replication

22 I NetApp



netapp.com

R

NetApp and SolidFire:
One Company

Acquisition Complete

LEARN MORE

This demo showcases several
OpenStack Manila value-adds using
WordPress as the application

TEa University of SCrantof oo o




Manila Replication

manila-api

Simplified Create a share
i replica

4 )

manila-share

manila-share

ﬁ Active Out of Sync ﬁ INn-sync

===
\ SnapMirror / Replication /

AZ 1 AZ 2

24 2016 NetApp, Inc. All rights re
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How to Deploy Manila

= Available in the OpenStack RDO
community-supported distribution (via
PackStack).

= Guide available on netapp.github.io

= The Manila File Share service is included
in RHEL OpenStack Platform8asa Tech 0

Preview - includes support for Manila Ul =) FiLe sHare service lJJf oPENSTACK comPuTE
plugin.
= Mirantis: Fuel plug-in available for MOS
9.0. NetApp and Generic drivers P —
Provide access to : Create a new “Marketing”
su pported. Guests 1and 7 to the . file share between
existing “R&D" file share Guests 6 and 8

= SUSE OpenStack Cloud 6 and above,
crowbar integration for NetApp and
CephFS ( version 7).

25 I NetApp



Getting started

Test Drive NetApp github website
A self-directed exploration of NetApp's One stop page for all OpenStack
unique advantages for Manila, Cinder,
and Glance

resources
http://cloud.netapp.com/testdriv

e-cloud-ontap-with-openstack

http://netapp.github.io/openstack/

YoQ@e®0=

OpenStack

26 © 2016 NetApp, Inc. All rights reserved. NetApp Confidential — Limited Use



Get Involved!

= Manila on GitHub: https://github.com/openstack/manila
= Manila Wiki Page: https://wiki.openstack.org/wiki/Manila
= |RC: #openstack-manila on freenode
= NetApp: http://netapp.io/openstack
= Take a test drivel
= Deployment and Operations Guide
= Blog
= Mirantis:
= Fuel Plugin Source: https://github.com/openstack/fuel-plugin-manila

= Fuel Plugin Packages: https://www.mirantis.com/validated-solution-
integrations/fuel-plugins/
= SUSE:
= Crowbar installer: https://github.com/crowbar/crowbar-openstack

27
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Questions?
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Get in touch! ‘-C-l

PROJECT
http://kapilarora.de l l
y @kaparora @ @

O https://github.com/kapilarora

m® https://www.linkedin.com/in/kaparora
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Demo Video: OpenStack Manila and Hybrid Cloud

https://www.youtube.com/watch?v=oHrtoH7g9e7Q

Youl M~ NetApp Data Fabric with OpenStack Manila

OpenStack Manila and the Data Fabric

Manila is the Shared Filesystems as a Service project

= |nitiated and led by NetApp.
= [n-tree drivers for Clustered Data ONTAP.

= Replication feature (currently experimental) allows cloud tenants
to create share replicas backed by SnapMirror and manage
those relationships individually without administrative

intervention. Open

» Replicating shares to ONTAP Cloud for AWS or NetApp Private
Storage for AWS enables cross-cloud disaster recovery and
application migration use cases.

> Pl o) 052/6149
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& C 10 @ https://www.openstack.org/videos/video/manila-share-data-does-not-simply-move-and-protect-itself-oh-wait-it-does

Manila Share Data Does Not Simply Move-and.Protectltself;OhWaitzlt;Does!

hrewmasters like yvou: the developers

xperts that make technology g0

A

openstack
summit

Manila Share Data Does Not Simply Move and Protect Itself, Oh
Wait, It Does!

Speakers
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PoC: SAP HANA on Manila
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SAP HANA on OpenStack

HANA Node

manila cinder glance _ nova neutron

SN KO

- Glance
HANA Repo
Shared
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Data Path

NFS

NFS/iSCSI

HANA
Shared
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HANA Backup Workflow

Prepare storage _ HANA DB
Snapshot

Consistency Q

GI’OUD Sﬂapshot —

of Data Volumes

Close HANA
Snapshot

"

36 2016 NetApp, Inc. All rights reserved. NetApp Confidential - Limited Use Only " NetApp



Demo Video: SAP HANA PoC

https://www.youtube.com/watch?v=DPS6FAJpO_U

M Tube |8 SAP HANA on OpenStack Manila with backup and recovery Demo

3 " .' : ' I NetApp




Manila and Sahara @ OpenStack Summit Tokyo

https://www.youtube.com/watch?v=Tf 8vOOVR80

M Tube B Manila and Sahara: Crossing the Desert to the Big Data Oasis

MANILA™ AND SAHARA*: CROSSING
THE DESERT TO THE BIG DATA 0ASIS

Ethan Gafford, Red Hat

Jeff Applewhite, NetApp

Malini Bhandaru, Intel
covering for Weiting Chen

(intel) a D redhat

I NetApp




Technical Report
https://www.netapp.com/us/media/tr-4464 pdf

NetApp-

Technical Report

Manila and Sahara Integration in OpenStack
Using NetApp NFS Data in Hadoop and Spark

Jeff Applewhite, NetApp
October 2015 | TR-4464

I NetApp




I - - I - | [ ] I [ |
0161019 610192000 x 102014
Gtimestamp per hour
-
_source
» October 20th 2016, 22:37:28.627 message: 2016-10-02 00:34:38.558 DEBUG oslo_service.service [req-6ec2d39f-cf72-4159-85d0-022b
8b30ea27 None] keystone_authtoken.token_cache_time = 300 log_opt_values /usr/local/1ib/python2

.7/dist-packages/oslo_config/cfg.py:2626 Gversion: 1 Gtimestamp: October 20th 2016, 22:37:2
/mnt/1ogs/ci_logs/screen-c-api . txt.296 host: _14: AVFIGbDERpFVazgZyb0

Toastash-2016.10.21 scores

8.627 paths Togstash

Toos index:

p elasticsearch.

01001010
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